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Approach

YOLO (2D) U-NET (3d point 
clouds) PSPNet-ResNet
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Data captured by camera (2D)

Fast with high accuracy but 2D
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PSPNet-ResNet Model

Fig 2. Architecture of Pyramid Scene Parsing Network (PSPNet)1

1 Pyramid Scene Parsing Network by Zhao et al, https://arxiv.org/abs/1612.01105



Evaluation and Findings

Model Number 
of Epochs

MAP MAP - car MAP - 
pedestrian

MAP - 
animal

U-Net 1 0.09 0.46 0.00021 0.0

U-Net 15 0.01 0.50 0.0027 0.0

PSPNet-ResNet 15 0.09 0.71 0.0134 0.0



Conclusions
Cloud points gathered from Lidar sensor are very important in AV 3D object detection:

- They do not get affected by adverse weather conditions
- They do not rely on light for object detection

But:

They are not reliable for detecting small objects such as animals, or any smaller class in the 
training set.

Possible Solutions and Future Works

- Using both images and point clouds to detect objects (They are complementary)
- Having separate pretrained model for each class such as animals, pedestrians,...and fine 

tune model with autonomous vehicle data
- Training model with more epochs
- Using ensemble models (combination of various trained model) for prediction



Problems
● Related to data: 

- Downloading Dataset 
- Understanding the data
- Transferring data to GL
- Installing some of the packages 
- The dataset we have is highly imbalance.

 



First two scenes of the data:



Information inside one 
sample



Problems
● Related to models:

- VoxelNet 2 Implementation
- Models failed to predict the small objects, for 

example pedestrians. 

2 VoxelNet: End-to-End Learning for Point Cloud Based 3D Object Detection by Zhou et al, 
https://arxiv.org/abs/1711.06396

Fig 2. Architecture of VoxelNet2



What we learned 
Our Journey...



Questions?


